Tarika Jain

Google playstore app

SECTION 1

| got the Google Play Store dataset which had the attributes App, Category, Rating, Reviews,
Size, Installs, Type, Price, Content rating, Genres, Last updated, Current ver, Android ver. |
found quite a deep breath of work on this dataset and therefore was intrigued to use that as my
inspiration.

BUSINESS 3.9 45964
TOOLS 4.3 2158
PERSONALIZ 4.2 18280
TOOLS 4.4 55
LIBRARIES_A 4.19 2221
DATING 25 5377
DATING 4.1 825
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pAl MEDICAL 4.19 6 0 0 0-1000
El FAMILY 4.19 2 0 0 0-1000
L3 FAMILY 35 38824 0 0 1000000-5000000
Ell GAME 4.5 5849 0 0 50000-500000
[l GAME 4.6 102107 0 0 1000000-5000000
[l FAMILY 4 29708 0 0 1000000-5000000
3 TRAVEL_ANI 4.4 17878 0 0 1000000-5000000
El MEDICAL 4.3 214 1 2.99 5000-10000
FAMILY 4.1 321 0 0 50000-500000
DATING 4.1 11633 0 0 50000-500000
SOCIAL 3.6 58 0 0 5000-10000
GAME 4.7 8038 0 0 50000-500000
TOOLS 4.7 11018 0 0 50000-500000
MEDICAL 3 2 0 0 0-1000
FINANCE 5 12 0 0 0-1000
BUSINESS 4 624 0 0 50000-500000
COMMUNIC/ 33 78 0 0 5000-10000
GAME 3.8 35572 0 0 1000000-5000000
FINANCE 4.19 2 0 0 0-1000
FAMILY 4.4 12 0 0 0-1000
PERSONALIZ 3.2 114 0 0 5000-10000
TOOLS 4.5 60571 0 0 1000000-5000000
DATING 3.4 5 0 0 0-1000
FAMILY 5 2 0 0 0-1000
MEDICAL 4.7 11 1 15.99 0-1000
0
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0
0
0
0
0
1
0




Tarika Jain

Aim:
1. To predict the number of installs for each category based on ratings, reviews and price

The following are the two precedents that used the same dataset:

1. https://www.kaggle.com/shikhabains/google-reviews-prediction/notebook

2. https://www.kaggle.com/laval8/all-that-you-need-to-know-about-the-android-market
(The second analysis gives a good understanding of how | can approach this data going
forward.)

SECTION 2

Raw features provided: App, Category, Rating, Reviews, Size, Installs, Type, Price,
Content rating, Genres, Last updated, Current ver, Android ver

Features kept: Category, Rating, Reviews, Installs, Type, Price

Features modified: Installs to Number of installs range, ‘Type’to numerical from a
nominal attribute.

The following pre-formatting was performed on the data:

1. Size: Initially converted all app sizes into MB. After performing basic analysis, |
found out that it wasn’t contributing much to the aim of my analysis and therefore
deleted the ‘Size’ attribute.

2. Number of installs: Took out ‘+’ from the number of installs’ values. Further,
since the range of the number of installs was really big i.e. 0-5000k, | took
ranges of the number of installs such as 0-1000 and so on and assigned
instances to each based on that in such a way that each bucket contained
almost the same amount of instances. This was done to ease out the analysis
process such that it takes up less computational power and hopefully get more
accurate results.

3. | deleted some of the repetitive attributes and the ones that didn’t contribute a lot
to my aim for this project.

4. Type: Converted this attribute to numerical i.e. 0 and 1 from a nominal one which
had ‘TRUE’ and ‘FALSE’ as its class values.

Class value chosen for prediction: Number of Installs
This data was gathered directly from the Google Play Store.

Initial data exploration:
Correlation matrix

Rating Reviews Type Price
2 Rating 1
Bl Reviews 0.17046952 1
L Type 0.03843579 -0.0861424 1
Gl Price -0.007881 -0.0229944 0.2281156 1



https://www.kaggle.com/shikhabains/google-reviews-prediction/notebook
https://www.kaggle.com/lava18/all-that-you-need-to-know-about-the-android-market
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SECTION 3

1. Basic Error Data Analysis:
When | saw the dataset, | knew | had to re-format the ‘installs’ attribute and therefore my
first step was to normalize the attribute values using the formula [(Value- Min)/(Max-Min)].
As observed in the Visualize section, it immediately showed that it was still creating

problems.

Weka Explorer

[ Preprocess | Classify | Cluster | Associate | Select attributes | Visualize |
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Weka Explorer

[ Preprocess | Classify | Cluster | Associate [ select attributes | Visualize |

Classifier

[ Choose LWL -U 0 K -1 -A “weka.core.neighboursearch.LinearNNSearch -A \‘weka.core. EuclideanDistance R first-last\" -W weka.classifiers.trees.D

Test options

Classifier output

@® Use training set Attributes: 11 ]
- - Categor r
() Supplied test set Set... Ratigg Y
. Reviews
O Cross-validation Folds 10 sive
Percentage split % 66 Type
@) i Price
More options... Content Rating
Genres
) Last Updated
Installs
{ (Num) Installs r App
Test mode: evaluate on training data
Start Stop
=== Classifier model (full training set) ==
Result list (right-click for options)
Locally weighted learning
14:34:51 - misc. lassifier
14:36:13 - misc.nputMappedClassifier Using classifier: weka.classifiers.trees.DecisionStunp
ey " Using Linear weighting kernels
14:37:06 - misc.InputMappedClassifier Using all neighbours
14:37:27 - misc.InputMappedClassifier
14:38:09 - misc.InputMappedClassifier Time taken to build model: 0 seconds
nputMappedClassifier == Evaluation on training set ==
InputMappedClassifier
InputMappedClassifier Time taken to test model on training data: 54.4 seconds
14:40:30 - misc.InputMappedClassifier s
17:48:41 - functions.Logistic == Summary ==
17:52:35 - rules.ZeroR Correlation coefficient 0.966
17:53:07 - functions.LinearRegression Mean absolute error 285464.7198
18:00-39 - lazy.LWL Root mean squared error 357321.603
Relative absolute error 32.8821 %
Root relative squared error 25.8643 %
Total Number of Instances 8747
1
v
< J T
Status
o o | g0
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| wasn’t able to perform even simple linear regression on this data with the class value as
‘installs’ as the range was too big and therefore | tried to analyze the data using Lazy weight
learners which gave me an RRSE of 25%.

Clustering

| also decided to cluster my initial data to get a sense of how categories get clustered
together to understand certain patterns in the dataset.

[ XoN ) Weka Explorer
[ Preprocess | Classify | Cluster | Associate | select attributes | Visualize |
Clusterer

Choose ‘SlmpleKMeans -init 0 -max-candidates 100 -periodic-pruning 10000 -min-density 2.0 -t1 -1.25 -£2 -1.0 -N 4 -A "weka.core.EuclideanDistance -R first-last’ -1 500 -num-slots 1 -S 10

Cluster mode Clusterer output
© CBEnoes == Run information == 2
(O Supplied test set Set.
Schene: weka. clusterers.SimplekMeans -init @ -max-candidates 100 -periodic-pruning 10800 —min-density 2.0 ~t1 ~1.25 ~t2 1.8 N 4 -A "weka.core.[
O Percentage split 66 Relation:  cv_Playstore_edited 2
) Instances: 6124
(®) Classes to clusters evaluation Attributes: 6
(Nom) Install range v Category
—— Rating
[V store clusters for visualization Reviews
Type
- Price
{ Ignore attributes J || 1gnored:
Install range
Start stop Test mode:  Classes to clusters evaluation on training data
Result list (right-click for options) == Clustering model (full training set) ===

1 11 - SimpleKMeans
17:04:32 - SimpleKMeans

KMeans

Number of iterations: 14
Within cluster sum of squared errors: 4555.250437997344

Initial starting points (random):

Cluster 0: PHOTOGRAPHY,4.4,49553,1,5.99
Cluster 1: PARENTING,4.5,806,0,0

Cluster 2: HEALTH_AND_FITNESS, 4.5,8642,0,0
Cluster 3: FOOD_AND_DRINK,4.19,0,0,0

Missing values globally replaced with mean/mode
Final cluster centroids:
Cluster#
Attribute Full Data 1 2 3
(6124.0) (517.0)  (2354.0)  (2533.0) (720.0)

e v

.

Status
Problem evaluating clusterer log | g X0

ece Weka Explorer

Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

Clusterer

| Choose “SlmplQKMeans ~init 0 ~max-candidates 100 -periodic-pruning 10000 -min-density 2.0 -t1 -1.25 ~t2 ~1.0 -N 4 -A "weka.core.EuclideanDistance -R first-last" -I 500 -num-slots 1 -5 10

Cluster mode Clusterer output
O use training set Category FAMILY FAMILY FAMILY GAME FAMILY "
~ . . Rating 4.1534 4.239 4.4841 4.1198 3.1285 r
O Supplied test set Set Reviews 15773.3855 4548.6867 25094.2502 12807.5523 3793.2597
Or o . Type 0.0931 ) 209 °
S/ LR I &8 o6 Price 1.3308  15.3875 o 0.0768 0
(®) Classes to clusters evaluation
(Nom) Install range B
(] store clusters for visualization
Time taken to build model (full training data) : 0.85 seconds
( \gnore atributes | | |==Model and evaluation on training set ==
- Clustered Instances
Start Stop
» ] 517 ( 8%)
Result list (right-click for options) H an &y
17:08:1 - Smplekears 2 mmiaw
1 32 - SimpleKMeans N
Class attribute: Install range
Classes to Clusters:
3 <— assigned to cluster
292 557 899 161 | 0-1000
14 853 649 109 | 1000000-5000000
80 586 624 234 | 50000-500000
131 358 361 216 | 5000-10000
Cluster @ <— 5000-10000
Cluster 1 <— 1000000-5000000
Cluster 2 0-1000
Cluster 3 <— 50000-500000
Incorrectly clustered instances : 4007.0  65.4311 %
4
v
I o

Status
Problem evaluating clusterer log | g X0
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Using the classes to clusters evaluation where class value is ‘Install range’, it can be seen
that the majority of Photography as a category with a paid type and above 4.4 rating belong
to Cluster 0. The Cluster 1 majority contains Parenting, Cluster 2 contains Health and
fitness and finally Cluster 3 majorly contains Food and drink. All contain majorly Free apps
i.e. 0 and have a rating above 4. This categorization is not completely reliable as there are
about 65% incorrectly classified instances.

2. Problematic Features: ‘Installs’ attribute as it had a huge range 0-5000K and the ‘Size’
of the app’ as its class values were in different units. Another problem encountered was
that the attribute ‘Genres’ was very similar to ‘Category’ but just a little more detailed
and therefore | found it being repetitive and not really contributing to the analysis but just
taking more computational power.

3. Ideas for improvement:

- For Installs: | initially normalized the attribute values which didn’t work as it was giving
me an even larger Root relative squared error (RRSE) value which is bad. | finally decided
to make the attribute values nominal i.e. bucketed class values such that distribution of
instances was almost same.This helped simplify the analysis and reduce the amount of
computational power required.

- For Size: | didn’t see too much contribution of size of the app towards the aim of my
analysis.

- Other improvement: Removed multiple attributes such as Last updated, Current ver,
Android ver and Content rating to make the analysis process more streamlined.

- Tests: After reconfiguring my data, | tried the following analysis:

1. Logistic regression on cv set | Accuracy: 82.0967% | RRSE: 58.7481%

YTy Weka Explorer

| (Nom) Instal range v

start

Result list (right-click for options)

14:33:35 - functions.Logistic

82.0067 %
17.9033 %

oK o9 | gm0
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2. JRip rule on cv set | Accuracy: 83.8345% | RRSE: 59.5234%

LK
Preprocess | Classify | Cluster | Associate | select attributes | Visualize

Weka Explorer

Classifier

Choose |}48 -C 0.25 -M 2
Test options Classifier output
e e

Install range=100¢

O Use training set "
=0-1000 (2727.0/236.0)

(U Supplied test set Se => Install range
@® Cross-validation Folds 10 Number of Rules : 15
O Fercerage s
o cpton.
Stratified cross-validation
o
(Nom) Install range r
Correctly Classified Instances 7333
%}_ Socereechy Sosr i oot 104
Start J Stop ppa statistic 0.7815
Baslt i gtk for optons) % oo o ror
Relative absolute error 34.4033 %
14:33:35 - functions.Logistic Root relative squared error 59.5234 %

14:35:30 - lazy.LWL
14:40:20 - rules.OneR
14:40:33 - trees J48

Total Number of Instances
Detailed Accuracy By Class

TP Rate FP Rate Precision Recall
8

0.048 0. 13
0.061 0.688
0.071 0.800
0.035 0.886
Weighted Avg. 0.052 0.838

Confusion Matrix

a © d < classified as
2475 235 1 0| a-=0-1000
2681054 209 0 | b = 5000-10000

14 199 1744 224 | c = 50000-500000

5 5 2542060 |  d = 1000000-5000000

status

3. J48 decision trees on cv set

pe =17 =1
00-5000000 (2364.0/243.0)

A T ange=I0uuT=30000Y (1007 1. 0]

83.8345 %
16.1655 %

F-Measure MCC ROC Area PRC Area Class
0.904 0. 0.894 000

861 0,97

0.697 0.634  0.889  0.644  5000-10000
0.726  0.924  0.775  50000-500000
0.856  0.973  0.904  1000000-5000000
0.786  0.945  0.823

| Accuracy: 84.2913% | RRSE: 57.9563%

e0e Weka Explorer
[ Preprocess | classify | Cluster | Associate | select atributes | visualize
Classifier -

Choose 148 -C 0.25 M 2

Test options Classifier output

O Use training set [

O supplied test set Set. Number of Leaves : 150
@© Cross-validation Folds 10 Size of the tree : 206
O percentage split 66

Time taken to build model: 0.11 seconds

More options..

(Nom) Install range M

== Stratified cross-validation ==
Sunmary

Correctly Classified Instances 5162 84.2913 %
= o Incorrectly Classified Instances 92 15.7087 %
Kappa statistic 0.7878
Result list (right-click for options) Mean absolute error 0.1175
r Root mean squared error 0.2493
13:52:00 - trees. RandomForest Relative absolute error 31,7505 %
. - Root relative squared error 57.9563 %
18:52:27 - lazy.LWL Total Number of Instances
13:53:27 - functions.SMO
14:24:28 - trees J48 Detailed Accuracy By Class
14:44:28 - trees J48
TP Rate FP Rate Precision Recall —F-Measure MCC ROC Area PRC Area Class
0.907  ©0.037  0.917 9 0.912 0.873  0.97%  0.921  0-100
0.890 ©0.039  0.893 0.890  0.891 0.852 ©0.975  0.917  1000000-5000000
0.806  ©0.073  0.786 0.806  0.79% 0.727  0.931  0.774  50000-500000
3 0.718 0.709  0.714 0.65  ©0.915  0.668  5000-10000
Weighted Avg.  0.843  0.050  0.843 0.843  0.843 0.793  0.954  0.839

Confusion Matrix

d classified as
731 0 1 17| a=0-1000
11446 175 3| b = 1000000-5000000
4 1741229 117 |  c = 50000-500000
151 0 159 756 |  d = 5000-10000

Reviews > 41867: 1000000-5000000 (17.0/6.0) I3

“
v

status

oK

L] e

4. Random forests on cv set | Accuracy: 82.9197% | RRSE: 57.6768%
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29090 Weka Explorer
[ Preprocess | classify | Cluster | Associate [ select auributes | Visualize
Classifier
Choose | SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 K “weka.classifiers.functions.supportVector.PolyKernel -E 1.0 -C 250007" -calibrator ‘weka.classifiers.functions.Logistic -R 1.0E-8 -M -1 -
Test options Classifier output

O Use training set
RandonForest
O supplied test set
@ Cross-valldation Folds [10 Bagging with 100 iterations and base learner
) Percentage spit weka. classifiers. trees.RandonTree - @ -M 1.0 -V 0.001 -5 1 ~do-not-check-capabilities
More options. Tine taken to build model: 0.91 seconds
== Stratified cross-validation ==
— Sumary =

(Nom) Install range v

Correctly Classified Tnstances 5078 w2.0197 %
- Sncorrecly Cuassiried novonces  lous N
— Kappa statistic 0.769
Result list (right-click for options) Mean absolute error 0.1061
ook aeon aaares error orzent
T Retatie shiotute error 256601
Root relative savares error Sieres
13:52:27 - Nay.M. Number of Instances 6124
13:5%:27 - funetons 4O
= Detatled Accuracy By Class =
TP Rate P fate recision Recall FMewsure MCC  ROC Area PRC Area Class
Trom 0.0 oiow " oioes  oops . bew2  bow - oot ooton
G5 e o  amm ase  0om b  bos  osease-soo000
O o o amh a7 09 09% 091 50000500000
Gds oo odm  agw  0.p7  ben  oow o7 seoniee
Veighted g 0.6 o0 o.am  aam e o e o
= Confuston Matrix ==
s b ¢ 4 < classitied s
o 5 ows e ot
st 167 T3] b - eveves-soveose
50 11s0 18 | < - eoseseoee
ms M6 e | - seanioe
|
S
Sulding model for fold ... o | A a1

5. LWL on cv set | Accuracy: 57.838% | RRSE: 83.3016%

eo0e Weka Explorer

[ Preprocess | Classify | Cluster | Associate | select attributes | Visualize |

Classifier

Choose |'SMO ~C 1.0 -L 0.001 ~P 1.0E-12 -N 0 -V -1 -W 1 -K “weka.classifiers.functions.supportvector.PolyKernel ~E 1.0 ~C 250007" ~calibrator “weka.classifiers. functions.Logistic -R 1.0E-8 -M -1 ~num-decimal-places 4

Test options Classifier output

O Use training set Locally weighted learning *

O supplied test set
Using classifier: weka.classifiers. trees.Decisiontunp

@ Cross-validation Folds |10 Using Linear weighting kernels
Using all neighbours

O Percentage split
Tine taken to build model: @ seconds

More options... ]
=== Stratified cross-validation ===
== Sumary =
omisiallreres) 7] | correctly Classified Instances 3542 57.838 %
Incorrectly Classified Instances 2582 2162 %
St < . . - istic 0.409
_ Select the aturbute to use as the class|*0S 0305
Result list (right-click foroptions) | Root mean squared error 0.3583
Relative absolute error 69.5693 %
13:52:00 - trees.RandomForest Root relative squared error 83.3016 %
13:52:27 - lazy.LWL. Total Number of Instances 6124

13:53:27 - functions.SMO == Detailed Accuracy By Class ==
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
0.996 20 0.672 0.99%  0.803 0.721 920 0.775  0-100¢

0.997  0.363  0.498 0.997  0.664 0.561  0.878  0.685  1000000-5000000
0.014  0.005  0.500 0.014  0.027 0.048  0.813  0.510  50000-500000
0.000 0.000 7 0.000 7 ? 0.752  0.382  5000-10000
Weighted Avg.  0.578  0.166 7 0.578 7 ? 0.853  0.610

== Confusion Matrix ==

<— classified as
| a=e-1000

| b = 1000000-5000000
| c = 50000-500000
I

109 139 21
814 23 18 d = 5000-10000
|
v
s J y>
Status -
Building model for fold 9... Log | @ x1

As J48 turned out be the best performing algorithm on my cross-validation dataset with
highest accuracy rate and lowest RRSE comparatively, | decided to go ahead with this.
The RRSE is still very high which means that the 15% of the incorrectly classified
instances will be quite far away from the actual instance values.

Reason: | think the reason J48 worked the best in this scenario was because my class
value is to predict the number of installs based on the categories, number of ratings and
reviews, type and price which can be understood very well based on setting rules and
taking a top-down approach whereby the decision tree is first splitting the training data
through the number of reviews as the node (<=268, >268) and then further dividing
based on type and price. Further, it again divides using the number of reviews and then
finally by category.
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[ ] [ ] Weka Classifier Tree Visualizer: 14:24:28 - trees.J48 (cv_Playstore_edited_2)

Tree View

e mlbm B LS
A R R

- After looking at this distribution, | thought it might be a good idea to remove the
attribute of ‘Type’ to see if the distribution gets more simplified and maybe provide for a
better accuracy but it was a little less so | decided not to go with that idea.

Training the model using J48 decision tree algorithm on cv set | Accuracy: 84.2913%

eoe Weka Explorer
Preprocess | Classify | Cluster | Associate | Select attributes | Visualize
Classifier
Choose |J48 -C 0.25 -M 2
Test options. Classifier output
(O Use training set T T T T .
© Supplied test set Set... Number of Leaves : 150
(U Cross-validation 7ol [+ Size of the tree : 206
(O Percentage split 6
Time taken to build model: 0.03 seconds
More options..
ra
= su
(Nom) Install ras v
. 962 15.7087 %
Sart stop 0.7878
Result list (right-click for options) “;:;;
31.7505 %
14:33:35 - functions.Logistic 570563 &
14:35:30 - lazy.LWL 6124
14:39:58 - rules,JRip
1444020 - rules 0GR == Detailed Accuracy By Class ==
14:40:33 - e 8 TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area C(lass
15:05:57 - trees.J48. 0.97  0.037 0.917  0.97 0.912  0.873 0.97  0.921  0-1000
15:06:22 - misc.InputMappedClassifier 0.890 0.039 0.893 0.890 0.891 0.852 0.975 0.917 1000000-5000000
0.806  0.073 0.786  0.806 .79  0.727 0.031 0.7  50000-500000
0709 0,050 0718  ©0.709 ©0.714  0.654  0.915  0.668  5000-10000
Weighted Avg. 0.843 0.050 0.843 0.843 0.843 0.793 0.954 0.839
== Confusion Matri
b < classified a
R A A
11446 175 3 b JBMBBO 5000000
4 1741229 117 | c = 50000-500000
151 o 1% 76 | 4= 300010000
v
v
Status §
oK 9 | gy X0

Testing the model using J48 decision tree algorithm on dev set | Accuracy: 87%
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Preprocess | Classify | Cluster | Associate

Select attributes

Visualize

Weka Explorer

Classifier

Choose 148 -C 0.25 -M 2

Test options

Classifier output

© L) an (nominal) Install range —> 6 (nominal) Install range 2
© supplied test set set...
O Cross-validation Folds 1 Tine taken to build model: 0.84 seconds
O Percentage split % 6 Evaluation on test set
More options. Tine taken to test model on supplied test set: 0.01 seconds
== Sumary ==
(Nom) Install ra
————— - Incorrectly Classified Instances 13 B
Start Stop Kappa statistic 0.8233
S 5 Mean absolute error 0.09%
Result list (right-click for options) Root nean sussrea error o
o Relative absolute error 26,9556 %
14:33:35 - functions.Logistic Root relative squared error 52,0227 %
14:35:30 - lazy.WL Total Number of Instances
14:39:58 - rules.Rip
14:40:20 - rulles.Onek == Detailed Accuracy By Class ==
14:40:33 - rees J48 TP Rate FP Rate Precision Recall F-Heasure MCC ROC Area PRC Area Class
05:57 - weesJ48 0.909  0.045 909 0.909  0.864 0.9 X 0-1000
putappedClassifier 1000 0.068 ©0.844  1.000 0.915 0.837  0.982  ©0.937  1000000-5000000
0.69%  0.000 1.000  0.69 0.821  0.799  0.941  0.905  50000-500000
0.820  0.060  0.737 0.824 0778 .73  0.945  0.682  5000-10000
Weighted Avg.  0.870  0.044  0.883 0.870  0.868  0.833  0.961  0.885
Confusion Matrix
a b c d <— classified as
30 0 0 3| a=0-1000
027 0 0| b = 1000000-5000000
0 516 2| c = 50000-500000
3 0 014 d-= 5000-10000
v
Status
oK 09 | g X0
Evaluation:
4. Evaluation:
e0e Weka Explorer
Preprocess | Classify | Cluster | Associate | Select attributes | Visualize
Classifier
Choose |Bagging -P 100 -5 1 -num-sots 1 -1 10 W weka.classifer.rees J45 - -C 0.25 -M 2
Test options Classifier output
) Use training set i
- Classifier model (full training set) == r
O Supplied test set Set ?
e 1 Bagging with 10 iterations and base learner
S - [ weka.classifiers. trees. 148 ~C 0.25 -M 2
S T — Tine taken to build model: 0.35 seconds
== stratified cross-validation ==
(Nom) Install range v
Correctly Classified Instances 5163 84.3076 %
g = Incorrectly Classified Instances 961 15.6924 %
Kappa statistic 0.7875
Result list (right-click for options) Mean absolute error 0.1083
Root mean squared error 0.2405
13:52:00 - trees RandomForest Relative absolute error 29,4334 %
Root relative squared error 55,9012 %
13:52:27 - lazy.lWL Total Number of Instances
13:53:27 - functions.SMO
14:24:28 - trees J48 Detailed Accuracy By Class
14:44:28 - treesJ48
1453129 - misc InputMappedClassifier TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
1531 InputMapp: 0.920  0.085  0.903 0.920  0.916 0.877  0.985  0.952 -1000
16:20:30 - trees 48 0.880  0.038  0.805 0.880  0.892 0.853  0.982 0.941 1000000-5000000
16:20:43 - misc.InputMappedClassifier 0.804  0.074  0.783 0.804  0.794 0.724  0.943  0.817  50000-500000
16:24:42 - meta.Bagaing 674 0.052  0.733 0.674  0.702 0.644  ©0.93  0.721  5000-10000
Weighted Avg.  0.843  0.051  0.842 0.843  0.842 0792 0.965  0.875
Confusion Matrix
a d classified as
773 0 0 13| a-=0-1000
11445 177 2| b = 1000000-5000000
4170 1226 124 |  c = 50000-500000
185 0 162 719 |  d = 5000-10000
1
v

Status

A. Based on the J48 results on the dev set, | also tried bagging to train the data for better

results and then test with the dev set.

The accuracy improved a little to 84.3876% and on the dev set the accuracy was 88%

which was really good.
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Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

Classifier

Weka Explorer

Choose | Bagging -P 100 -5 1 -num-slots 1 -1 10 -W weka.classifiers.trees 48 -- -C 0.25 -M 2

Test options Classifier output

(O Use training set (nominal) Install range —> 6 (nominal) Install range
@© Supplied testset | Set.

Time taken to build model: @.36 seconds
(U Cross-validation Folds

© BT == Evaluation on test set ==

GO ] Time taken to test model on supplied test set: 0 seconds
=== Summary ==
| (Nom) nstall range v | | correctly Classified Instances o s %
Incorrectly Classified Instances 2 2 %
( r— = Kappa statistic 0.837
L_ser ) Mean absolute error 0.0073
Result list (right-click for options) Root mean squared error 0.215
Relative absolute error 26,3568 %
13:52:00 - trees.RandomForest Root relative squared error 50091 %
13:52:27 - lazymL Total Nunber of Instances 100
13:53:27 - functions.SMO == Detailed Accuracy By Class ==
14:24:28 - treesJ48
14:44:28 - trees J48 TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
14:5329 - miscmputMappedClassifier 0.909  0.030  0.038 0.909  0.923 0.88  0.090  0.982  0-1
InputMapp 1.000  0.055  0.871 1.000  0.931 0.907  0.995  0.987  1000000-5000000
16:20:30 - trees J48 0.739  0.026  0.895 0.739  0.810 0.765 0.980 0.947 50000-500000
16:20:43 - misc.InputMappedClassifier 0.824  0.048  0.778 .824 0,800 0.758  0.970  0.820  5000-10000
Weighted Avg.  0.880  0.039  0.883 0.880  0.878 0.842  0.985  0.948
== Confusion Matrix ==
a b cd < classified as
30 0 1 2| a=0-100
@27 0 | b= 1000000-5000000
@ 417 2| c=50000-500000
2 0 114 | d=5000-10000
v
< o3

Status

ox o9 | g X0

B. Finally, | performed tuning in the next section on the best performing model to see if |
can improve the accuracy of the model by tinkering the minNumOQOb;j.

SECTION 4

Based on my initial experimentation with multiple algorithms on the complete cross-
validation set and further using that training results for prediction evaluation on my dev set, |
decided to take the best performing algorithm which was the J48 decision tree algorithm on
my dataset for my tuning process for classification. | decided to tune the minNumQObj
parameter. Range tuned is 1-3.

Fold Train set
performa
nce for

exponent

=1

Train set
performa
nce for
exponent
=2

Train set
performa
nce for
exponent
=3

Optimal
Setting

Test set
performa
nce -OS

Default
Setting

Test set
performa
nce - DS

1 83.74

83.64

83.76

84.5714

84.4082

85.94

85.29

85.13

83.1837

82.5306

83.88

83.95

83.89

84.0

84.0

84.12

84.06

84.898

84.6531

2
3
4 84.12
5 83.79

83.90

84.02

83.9052

NI NIDNINIDN

83.7418

Average | 84.294

84.18

84.172

84.11166

83.86674

Average of each performance based on percent correct:




Tarika Jain

Performance of exponent 1 = 84.294
Performance of exponent 2 = 84.18
Performance of exponent 3 = 84.172

By taking the difference between the Optimal and default setting on the test set performance
average and performing a t-test on it, | found out that the P value is 0.08899883 which is more
than 0.05 and that means that the model with the new settings shows insignificant improvement
from its default settings i.e. 2 as the minNumObj; therefore tuning was not worth it.

[ JoX ] Weka Experiment Environment

Setup | Run | Analyse

Source

Got 1800 results | Eile... | | Database... | | Experiment

Actions

| Performtest || sSaveoutput | | OpenExplorer... |

Configure test Test output

Testing with | Paired T-Tester (corrected) || |,/ | Tester: weka.experiment.PairedCorrectedTTester -G 4,5,6 D 1 —R 2 -5 .05 -result-matrix "weka.experiment.ResultMatrixPlainText -mean-prec 2
Analysing: Percent_correct

Datasets: 6

Resultsets: 3

Confidence: .05 (two tailed)

Comparison field | Percent_correct v Sorted by: -

Date: 12/8/19 2:21 PM

Select rows and cols | Rows || Cols [ swap |

Significance  0.05

Sorting (asc) by | <default> B Dataset (1) trees.J4 | (2) trees (3) trees
‘Train 1 Playstore edited(100) 83.74 | 83.64  83.76
Test base Select "Train 2_Playstore_edited(109) 85.94 | 85.29 % 85.13 %
"train 3_Playstore_edited(100) 83.88 | 83.95  83.89
Ditn e ElCoRR Select 'train 4_Playstore_edited(100) 84.12 | 84.12  84.06
‘train 5_Playstore_edited(100) 83.79 | 83.90  84.02
show std. deviations [ cv_Playstore edited 2  (100) 84.16 | 84.08  84.05
(v/ /%) | (e/571)  (8/5/1)

Output Format | Select

Result list Key:

— — (1) trees.148 '~C 0.25 -M 1' -217733168393644444
(2) trees.]d8 '~C 0.25 M 2' -217733168393644444

14:21:10 - Avallable resultsets (3) trees.]d8 '-C 0.25 M 3' -217733168393644444

14:21:13 - Percent_correct - trees.J48 '-C 0.25 -M 1' -2}

Paired T-test

84.5714 84.4082
83.1837 82.5306
84 84
84.898 84.6531
83.9052 83.7418

1
p
3
4
5
6
7

0.08899883

SECTION 5

Step 1: Testing on the trained model using the J48 decision tree algorithm with default
settings as the best found settings.
Accuracy: 88.1356% | RRSE: 53.4142%
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Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

Classifier

Weka Explorer

Choose |48 -C 0.25 -M 2

Test options

O Use training set

@® Supplied test set Set...

O Cross-validation Folds 10

O Percentage split 6

More options...

(Nom) Install range v

Start Stop
Result list (right-click for options)

13:52:00 - trees.RandomForest
13:52:27 - lazy.LWL

13:53:27 - functions.SMO
14:24:28 - trees J48

14:44:28 - trees J48

16:20:30 - trees.J48
16:

14:53:29 - misc.InputMappedClassifier

43 - misc.InputMappedClassifier 0.806  0.069

Classifier output

(numeric) Price
(nominal) Install range

== Evaluation on test set ===

— sumary =

Correctly Classified Instances
Incorrectly Classified Instances
Kappa statistic

Mean absolute error

Root mean squared error
Relative absolute error

Root relative squared error
Total Number of Instances

Detailed Accuracy By Class

== Confusion Matrix ==

Time taken to build model: 0.04 seconds

104
1

—> 5 (numeric) Price
—-> 6 (nominal) Install range

Time taken to test model on supplied test set: @ seconds

88,1356 %
11,8644 %

0.8374
0.1042
0.2287

28.2942 %

53.4142 %

118

TP Rate FP Rate Precision Recall
0.0: o .97

0.976 26
0.893  0.022  0.926
0.806
0.778  0.040  0.778
Weighted Avg.  ©0.881  ©0.039  0.881

0.893  0.909
0.806  0.806
0.778  0.778
0.881  0.881

F-Measure MCC
0.964 0.9:

0.882
0.737
0.738
0.844

ROC Area PRC Area
0.981  0.933

0.985
0.923
0.918
0.957

0.942
0.758
0.732
0.859

Class

0-1000
1000000-5000000
50000-500000
5000-10000

T

a b cd < classified as

40 0 0 1| a=0-1000

025 3 0| b= 1000000-5000000

1225 3| c = 50000-500000

10 314 d=5000-10000

v

Status
oK

NP

Step 2: Testing on the trained model using the J48 decision tree algorithm with default
settings as the best found settings and adding an ensemble method of bagging to it.

Preprocess | Classify | Cluster | Associate

Classifier

Select attributes | Visualize

Weka Explorer

Choose | Bagging -P 100 -5 1 -num-~slots 1 - 10 -W weka.classifiers.trees J48 - -C 0.25 -M 2

Test options
(U Use training set

@® Supplied test set Set...

(O Cross-validation Folds

(U Percentage split 66

Classifier output

(nominal) Install range

Time taken to build model: 0.36 seconds

== Evaluation on test set ==

—=> 6 (nominal) Install range

i Tine taken to test model on supplied test set: @ seconds
== Summary ==
{ (Nom) Install range r J Correctly Classified Instances 102 86.4407 %
Incorrectly Classified Instances 16 13.5593 %
— Kappa statistic 0.8146
~ Mean absolute error 0.1
Result list (right-click for options) Root mean squared error 0.2164
Relative absolute error 27.1545 %
13:52:00 - trees.RandomForest Root relative squared error 50.5396 %
13:52:27 - lazy WL Total Number of Instances 118

13:53:27 - functions.SMO

14:24:28 - trees J48

14:44:28 - trees J48

14:53:29 - misc.InputMappedClassifier
16:20:30 - trees J48

16:20:43 - misc.InputMappedClassifier
16:24:42 - meta.Bagging
putMappedClassifier

Status

Detailed Accuracy By Class ==

0.951  0.039

0.857  0.011  0.960
0.806  0.069  0.806
0.778  0.060  0.700
Weighted Avg.  0.864  0.043  0.869

Confusion Matrix ==

classified as
0-1000
1000000-5000000
50000-500000
5000-10000

TP Rate FP Rate Precision

Recall

0.951 .94
0.857  0.906
0.806  0.806
0.778  0.737
0.864  0.866

F-Measure MCC

ROC Area

PRC Area

Class

0-1000
1000000-5000000
50000-500000
5000-10000

%
B

¥ |

oK

Accuracy: 86.4407% | RRSE: 50.5396%

While the accuracy increased while testing on the dev set using bagging, the accuracy

decreased with the test set using bagging. | therefore decided to not consider this
method in my analyzation further.
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Step 3: Testing on the trained model using the J48 decision tree algorithm with default
settings as the best found settings and performing cost- sensitive analysis on it to try to
improve performance.

eo0e Weka Explorer

Preprocess | Classify | Cluster | Associate | Select auributes | Visualize

Classifier

Choose ‘Cnslsensluveclasslfler -cost-matrix ‘(0.0 1.0 1.0 2.0; 1.0 0.0 2.0 1.0: 1.0 1.0 1.0 1.0; 1.0 1.0 1.0 0.0]" -5 1 -W weka.classifiers.trees.}48 -- -C 0.25 -M 2

Test options Classifier output
O Use training set (nominal) Install range —> 6 (nominal) Install range 1
© supplied test set set...

o Tine taken to build model: 0.04 seconds
O Cross-validation Folds 1

O Percemage spi == Evaluation on test set ==

[ voeoptons.. | Tine taken to test model on supplied test set: 0 seconds

== Summary =

(Nom) Installrange 7| | | correctly Classiied Instances 103 87.2881 %
15

Incorrectly Classified Instances 12.7119 %
~— = Kappa statistic 0.8242
Mean absolute error 0.1062
Result list (right-click for options) Root mean squared error 0.2303
Relative absolute error 28.8261 %
13:52:00 - trees.RandomForest Root_relative squared error 53.7836 %

13:52:27 - lazy.WL Total Number of Instances
13:53:27 - functions.SMO
14:24:28 - trees J48.

== Detailed Accuracy By Class ==

14:44-28 - trees J48 TP Rate FP Rate Precision Recall F-Measure MCC  ROC Area PRC Area Class
1.000  0.052 0.911  1.000 ©0.953  0.929  0.990

14:53:29 - misc.InputMappedClassifier 0.893  0.622  0.92 0.893  0.909 0.882 0.078  0.027  1000000-5000000

16:20:30 - treesJ48 0.839 0,080  0.788 0.839  0.813 0.744  0.930 0.793 50000-500000

16:20:43 - misc.InpuiMappedClassifier 0.611  0.020 .84  ©0.611 0.710  0.679 0.953 .75  5000-10000

16:24:42 - meta.Bagging Veighted Avg.  0.873  0.048  0.872  0.673  0.869  0.831  0.956  0.880

16:26:19 - misc.InputMappedClassifier

16:37:14 - treesJ48

16:38:13 - meta.CostSensitiveClassifier a b ¢ d < classified as
= 0-1000

== Confusion Matrix ==

- 4100 0]

16:39:07 - meta.CostensitiveClassifier 329 3 o b loeee00-se000ee

16:39:39 - meta.CostensitiveClassifier 17226 2| c- 50000-500000

16:40:25 - meta.CostsensitiveClassifier 30 411 d= 5000-10000

16:42:07 - meta.CostsensitiveClassifier v

16:43:01 - misc.InputMappedClassifier ¥
< .

Status

oK L0g | g X0

The performance didn’t improve but actually got a little worse.

| therefore finally went with the first model without the bagging or the cost-sensitive analysis as
it gave the best results on the final test set.

SECTION 6

eoce Weka Classifier Tree Visualizer: 16:20:43 - misc.InputMappedClassifier (cv._Playstore_edited_2)
Tree View
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Based on the best performing model above which has an accuracy of 88.1356%, it can be
concluded that majority of the instances from a test set would be correctly predicted into
one of the 4 ranges for the number of installs thereby suggesting that given a particular
category, rating, number of reviews, type and price of app, it is an 88% chance that number
of installs for that app category will be correctly predicted.

Through this project | learnt a lot about the benefits and disadvantages of various
algorithms which helped in understanding how to build the best prediction model.



